
컴퓨터의 정보처리 기본 단위는 비트이다. 컴퓨터는 비트를 이용하여 명령어 집합에 해당하는 명령을 표현하고, 저

장되는 정보 또한 암호화 (인코딩) 하여 표현한다. 각각의 비트는 0 또는 1의 값을 가지므로 n-bit는 개의 정보

를 표현할 수 있다.

정보를 비트로 표현하여 이를 처리하기 위해서는, 비트를 이용한 연산과정과, 이 연산을 수행할 물리적인 하드웨어

가 필수적이다. 컴퓨터의 하드웨어 구조는, 계층에 따라 메모리/처리 장치->논리블럭->트랜지스터로 구성된다.

비트의 표현은 트랜지스터의 출력 전압을 이용하여 표현한다. 일반적으로 5V의 출력 전압을 논리값 1로 0V의 출

력 전압을 논리값 0으로 사용한다. 실제 환경에서는 외부와의 상호작용 때문에 0V 초과 5V 미만의 전압값을 가지

는 경우가 더 흔하기 때문에, 0.5V~1V정도의 여유를 두고 판단하는 것이 일반적이다. 이 트랜지스터들을 조합하

면 논리블럭을 구성할 수 있고, 논리블럭을 조합하면 메모리/처리장치를 구성할 수 있다.

트랜지스터를 한데 모아, 만든 논리 블럭을 집적 회로 라고 한다. 집적회로에서는 여러 트랜지스터가 하나의 웨이

퍼(wafer)라는 공간 안에서, 서로 정보를 주고 받으며, 비교적 큰 크기의 정보를 처리한다. 집적 회로의 정보 처리

성능은 트랜지스터의 개수에 비례하며, 따라서 한정된 면적에 더 많은 트랜지스터가 들어갈수록, 더 높은 성능을 보

이게 된다. 하지만 트랜지스터의 크기가 줄어들면, 0과 1의 상태를 표현하는 전기신호를 결정하는 채널 또한 짧아

지게 된다. 채널이 짧아지면, 누설되는 전류가 많아 전력 소모와 발열이 증가하고, 이러한 현상에 의해 출력 전압이

불안정해지고, 0과 1의 상태의 표현이 부정확해지게 된다. 이런 현상들을 단채널 효과 라고한다. 단채널 효과 때문

에 트랜지스터의 소형화에는 한계가 존재하고, 따라서 집적 회로의 집적도에도 한계가 존재한다.집적도의 한계는 곧

장치의 정보 처리의 병렬성의 한계를 의미한다.현재 상용화된 컴퓨터는 집적도의 한계 때문에, 매우 큰 테라바이트

수준의 대용량 연산이나, 매우 복잡한 알고리즘을 수행하기에 적합하지 않다.

이에 대한 하나의 대안으로 양자 컴퓨팅이라는 개념이 20세기에 제시되었다. 양자컴퓨팅은 양자 컴퓨터를 이용한

정보 처리를 일컫는 말이다. 양자 컴퓨터는, 기존의 상용화된 컴퓨터와 비슷한 구조를 활용하여 정보를 처리한다.

비트 대신 큐비트를 이용하여 정보를 표현하고, 정보를 큐비트에 암호화하여 처리한다. 하지만 기존의 컴퓨터와는

달리 양자 컴퓨터에는 중첩과 얽힘이라는 특수한 성질이 존재한다. 큐비트는 0 또는 1의 확정된 상태로만 존재하는

것이 아니라, 각각의 상태를 모두 확률적으로 가진다. 가령 큐비트의 0 상태를 |0> 1상태를 |1>이라고 하면, 큐비

트는 0.6|0>+0.8|1>과 같은 상태를 가질 수 있으며, 이렇게 두 상태가 확률적으로 공존하는 상태를 중첩이라고

한다.또한 연산 시에는 얽힘을 이용하여 한번에 2개 이상의 큐빗에 담긴 정보를 처리할 수 있다. 이러한 점에서 더

효율적으로 정보를 표현 및 처리가 가능하다는 점에서, 양자 컴퓨터의 우위를 확인할 수 있다.

양자 컴퓨터는 이론적으로 정보 표현 및 처리의 관점에서 고전 컴퓨팅보다 효율적이지만, 큐빗의 물리적 특성 때문

에 연산의 과정에서 결과를 믿을 수 있는 정도인 충실도가 불안정하고, 논리적 회로의 복잡도가 증가하면, 회로의

실행시간의 증가가 기존의 컴퓨터보다 심하다. 이러한 단점을 보완하기 위하여, 양자 오류 정정과 매핑이라는 과정

을 수행한다.

매핑은 논리적인 큐비트와 실제 하드웨어의 큐비트를 서로 대응시키는 과정을 일컫는다. 고전 컴퓨터와 달리 양

자 컴퓨터의 HW에서는 이웃한 큐빗들 사이의 연산만 가능하다. 따라서 멀리 떨어진 두 큐빗 사이의 연산을 수행

하기 위해서는 두 큐빗 사이의 정보를 논리적으로 교환하는 작업이 필수적이다. 논리적 교환을 수행하게 되면, 충실

도가 저하되고, 지연되는 시간이 증가한다. 이러한 이유 때문에 매핑에서 논리적 교환은 가급적 지양하여야 한다.

하드웨어에 따라 직접 물리적인 큐비트를 옮기는 방식을 사용하기도 한다. 직접 옮기는 방식은 충실도의 손해가 없

다는 장점이 있다, 하지만 양자역학적 성질 때문에, 중첩 상태를 유지할 수 있는 시간이 제한적이어서 옮기는 시간

이 제한 시간 보다 짧을 때만, 논리적 교환에 비해 더 나은 성능을 보인다. 현재의 기술로는 이동시간이 길기 때문

에, 제한시간의 제약을 만족시키는 것이 힘들다.

매핑은 논리적 교환이나, 물리적 큐비트의 이동을 이용하여, 보다 신속하고 정확한 양자적 정보 처리를 가능하게

한다.하지만 매핑 만으로는, 정확도가 더 중요한 정보를 처리하는 데 충분하지 않다. 공학자들은 이를 해결하기 위

해 양자 오류 정정을 수행한다 고전 컴퓨터에서는 비트 문자열 정보에서 1의 개수를 활용하여 홀수 및 짝수 패리티



검사로 오류를 찾아내고, 해밍 코드를 이용하여 오류를 정정한다. 양자 컴퓨터 또한 이와 비슷한 방식으로 코드를

활용한 오류 정정을 수행한다. 대표적인 방식으로는 IBM의 바이시클 코드나, 서페이스 코드가 있다. 양자 오류 정

정 또한 양자 회로로 수행된다. 최신의 연구에서는 양자 오류 정정도 더 효율적으로 수행하기 위해 양자 오류 정정

을 위한 매핑 연구 또한 부상하고 있다.


